TODAY:

Non-commuting variables

The sign of a permutation

Permanents and determinants

Lindstrom’s lemma

Non-commuting variables

Stephen showed you a q-binomial theorem; here’s one I like better.

Suppose x,y are non-commuting variables satisfying yx=qxy, 

where q commutes with both x and y.

What is (x+y)^2? … x^2 + xy + qxy + y^2 = x^2 + (1+q)xy + y^2.

This is the sum of the weights of all lattice paths of length 2, where


the weight of a lattice path is


x to the power of the number of horizontal steps, times


y to the power of the number of vertical steps, times


q to the power of the area under the lattice path.

(Discuss.)

So the non-commuting q-binomial theorem says

(x+y)^n = (_{k=0}^n (n choose k)_q x^k y^(n-k).

Can we verify this empirically using Maple?

How do we get Maple to do non-commutative arithmetic? …

Here’s a kludge: get code from yx=qxy.html
The SSL folks will use this code to study properties of Newton’s


method for solving quadratic equations!

Up till now, we’ve been using linear algebra freely.

Now we’re going to rebuild linear algebra from scratch, along


algebraic lines.

The sign of a permutation 

A permutation of a finite set S is an invertible function ((.) from S


to itself.

A cycle is a permutation ((.) such that for some numbering s_1, 

s_2, … s_n of the elements of S we have ((s_1) = s_2, ((s_2)

= s_3, …, ((s_{n-1}) = s_n, and ((s_n) = s_1.
If S is a finite set with n elements and pi is a permutation pi: S(S 

with m cycles, we define the sign of pi as (-1)^{n-m}.  

Special cases:

If pi is the identity, then sign(pi) = (-1)^{n-n} = +1.

If pi is a transposition (i.e., there exist i (j such that pi(i)=j, pi(j)=i, 

and pi(k)=k for every other k) then S has n-1 cycles and so 

has sign –1.

We say a permutation is even or odd according to whether its 

sign is +1 or –1.

Proposition 1: If  tau is a transposition, then pi and tau ( pi have 

opposite sign.

Proof: If i and j are in the same cycle in pi, composing tau with pi


breaks the cycle, creating 2 cycles in place of 1.  If i and j are


in different cycles in pi, composing tau with pi merges them,


creating 1 cycle in place of 2.  Either way, the number of


cycles changes by 1.  (Check details yourself!)

Proposition 2: A product of k transpositions has sign (-1)^k.

Proposition 3: If a permutation can be written as a product of k


permutations and as a product of k’ permutations, k and k’


have the same parity.

Proposition 4: Every permutation can be written as a product of


transpositions.

Proposition 5: sign(pi ( rho) = sign(pi) sign(rho).

Some authors write sign(pi) as (-1)^pi or (-)^pi.

Permanents and determinants

Given an n-by-n matrix A = (a_{i,j})_{1 leq i,j leq n}, define


per(A) = sum_{pi} a_{1,pi(1)} a_{2,pi(2)} ... a_{n,pi(n)}

and


det(A) = sum_{pi} sign(pi) a_{1,pi(1)} ... a_{n,pi(n)}.

Example: If n = 2, det(A) = a_{1,1} a_{2,2} – a_{1,2} a_{2,1}.

We’ve seen this before, in the exchange lemma.

The determinant of a 1-by-1 matrix is a_{1,1}.

The determinant of a 0-by-0 matrix is declared to be 1.  Why?

Lindstrom’s Lemma

Suppose we have an acyclic directed G graph with n sources 

s_1,...,s_n and n terminals t_1,...,t_n with the property that 

for any non-identity permutation pi, there is no way to join

s_1 to t_{pi(1)}, s_2 to t_{pi(2)}, ... s_n to t_{pi(n)} with

non-intersecting paths.  Then the number of routings that

join s_i to t_i (for all i from 1 to n) equals the determinant

of the n-by-n matrix N with N(i,j) = # of paths from s_i to

t_j.

Check that this is trivial for n=1 and that it agrees with the 

exchange principle for n=2. 

Proof: The determinant is a sum of n! terms, each of the form

sign(pi) N(1,pi(1)) N(2,pi(2)) ... N(n,pi(n)).


We can interpret this (up to sign) as the number of ways


to choose n paths in G that respectively join s_i to t_pi(i)


for i = 1 to n, ignoring intersections.

Define the weight of such a collection as (-1)^pi.  Then det(N)


equals the sum of the weights of all the ways of linking


up sources with terminals, ignoring intersections.

Call this set L, and let L* be the set of elements of L in which


the n paths are disjoint from one another.

We define a sign-reversing involution on L \ L*.

Given an element of L \ L*, find the smallest i such that the path P 

that starts from s_i intersects another path, and find the 

smallest i’ such that the path P’ from s_i’ intersects the path 

from s_i.  Say the first place where P and P’ intersect is v.

Is this well-defined?  Yes, because G is acyclic!

Define a new element of L\L* by switching the part of P from s_i 

to v and the part of P’ from s_i’ to v.  The permutation 

associated with this routing is pi ( tau where tau is the 

transposition switching i and i’.  Since sign(pi ( tau) = 

- sign(pi), our mapfrom L \ L* to itself is sign-reversing.  It 

is also an involution.  (Check this!)

So det(N) equals the sum of the weights of all the elements of L,


which equals the sum of the weights of all the elements of 


L*.

But by hypothesis, every element of L* joins s_1 with t_1, s_2 

with t_2, etc., and so has weight +1.

Therefore the sum of the weights of the elements of L equals


the number of of routings that join s_i with t_i for all i.

This concludes the proof.

