Welcome back!

There are four more lectures during the regular term

Brualdi will sub for me on Thursday while I’m in D.C. (and will


give a questionnaire evaluating my performance, and allow


you to give me feedback, so please come!).

The take-home final exam will be due on Thursday, Dec. 18 at


11 a.m.

Questions (logistical or mathematical)?

Recommended reading in GK&P:

pages 276-287 (Fibonacci numbers)

pages 287-290 (continuants)

TODAY:

Plane partitions (concluded)

More on Dodgson condensation

Frieze patterns

Number walls

Plane partitions (concluded)

The q-weighted version of MacMahon’s formula:
It’s what you might guess: The sum of the q-weights of all the 

solid Young diagrams that fit inside an a-by-b-by-c box is 

H([a+b+c])H([a])H([b])H([c])/H([a+b])H([a+c])H([b+c]),

where H([n]) = [1]![2]!...[n-1]!, [k]! = [1][2]...[k] as before, 

and [i] = 1+q+q^2+...+q^{m-1} as before.

What would we use to prove this? ...

To prove this: Use a weighted version of the Lindstrom lemma.

Sending a,b,c to infinity, we find:

The number of plane partitions of n equals the coefficient of q^n


in (1-q)^{-1} (1-q^2)^{-2} (1-q^3)^{-3} ... .

Proof: omitted.

What question do you want to ask now?

For solid partitions, no such formula is known.

More on Dodgson condensation

Let M be an n-by-n matrix and for I,J subsets of {1,...,n} let


M^{I;J} be the matrix formed from M by crossing out all


entries that belong to rows in I or columns in J.

Fix a<b and c<d in {1,...,n} = [n].

det(M) det(M^{a,b;c,d}) = det(M^{a;c}) det(M^{b;d}) (

det(M^{a;d}) ( det(M^{b;c}).

Typically one takes a=c=1, b=d=n:


M^{a,b;c,d} = the central (n-2)-by-(n-2) minor.


M^{a;c} = the lower right (n-1)-by-(n-1) minor,


M^{b;d}= the upper left (n-1)-by-(n-1) minor,


M^{a;d} = the lower left (n-1)-by-(n-1) minor,


M^{b;c} = the upper right (n-1)-by-(n-1) minor.

Why Dodgson condensation is useful: It works recursively to 

express the determinant of a matrix in terms of the 

determinants of its connected minors.

In many matrices, the connected minors have an especially

nice structure, so you can get induction arguments off the 

ground.  

Example 1: Vandermonde matrices.


If A is the n-by-n matrix whose i,jth entry is (x_i)^(j-1)


(give a 3-by-3 example), det A = product_{i<j} x_j – x_i.

Example 2: Matrices of binomial coefficients.  (Homework.)

Example 3: Toplitz matrices; Hankel matrices.


A Toplitz matrix is one in which a_{i,j} depends only on


i-j.  A Hankel matrix is one in which a_{i,j} depends only on


i+j.  (Give the mnemonic.  Give examples.)

Example 4: Tridiagonal matrices.  A matrix is tridiagonal if a_{i,j}


vanishes unless |i-j| ( 1.

The alternative is Lagrange expansion, but that involves non-

connected minors that in many instances aren’t as nice 

(revisit the examples).

Explain the 3-dimensional pyramid and the octahedral rule; cf. the 

Pascal triangle rule..

Why Dodgson condensation isn’t taught: ... The division by zero 

problem.  If the matrix has connected minors that are 

singular, Dodgson condensation will involve evaluating

expressions of the form 0/0.

Research problem: Find a version of Dodgson condensation that is


usable in practice for symbolic determinants (avoiding the 

0/0 problem).

A limited version of this has been worked out for Toplitz matrices;


this is the theory of number walls (which we’ll only touch


upon glancingly).  More on this shortly.

Frieze patterns and the diamond relation

I’ll use the term “frieze pattern” to refer to a (finite or infinite) 

array of numbers of shape
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where the foursomes of nearest elements satisfy the


“diamond relation”



a


b

c


bc – ad = 1



d

Look at frieze patterns whose first row consists entirely of 1’s:
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All entries turn out to be polynomials (even though a priori you might have expected rational functions).  In fact, what we’ve got 

here is a scheme for computing determinants of tridiagonal matrices of the form
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and we can prove its validity using Dodgson’s identity. 

Note: If you try to apply Dodgson condensation directly to the


tridiagonal matrix, you’ll run into lots of 0/0 situations.


There’s a clever way to replace the 0’s by powers of epsilon


and then send epsilon to 0.

Number walls

Every connected minor of a Hankel (Toplitz) matrix is a Hankel


(Toplitz) matrix.

Proposition: If the sequence a_0, a_1, a_2, ... satisfies a linear


recurrence relation of order m with constant coefficients


(i.e., there exist non-zero constants c_0,...,c_m such that

c_0 a_n + c_1 a_{n+1} + ... + c_m a_{n+m} = 0 for all n,

then every (m+1)-by-(m+1) Hankel matrix

 [a_{n}     a_{n+1}       a_{n+2}      ... a_{n+m}    ]

[a_{n+1}  a_{n+2}       a_{n+3}      ... a_{n+m+1}]

[a_{n+2}  a_{n+3}       a_{n+4}      ... a_{n+m+2}]

  ...       ...              ...             ...

[a_{n+m} a_{n+m+1}  a_{n+m+2} ... a_{n+2m}  ]

has determinant zero.

Write this determinant as D(n,n+2m).

Special case: D(n,n) = a_n.

Dodgson tells us D(0,2m) D(2m,2m-2) = D(0,2m-2) D(2,2m)


( D(1,2m-1)^2, etc.

Arrange these numbers in a square tableau:

...
D(0,0)
D(1,1)
D(2,2)
D(3,3)
D(4,4)
....




D(0,2)
D(1,3)
D(2,4)






D(0,4)

D(0,4) = (D(0,2)D(2,4) (D(1,3)^2)/D(2,2).

Try it for Fibonacci:
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You should imagine that there’s an extra row at the top consisting 

entirely of 1’s.

For Toplitz matrices, it’s a similar recurrence: just change the sign.
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S

S = (C^2 ( WE)/N.

NS + WE = C^2.

This is more symmetrical

Try it for squares of Fibonacci numbers:
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Sometimes you encounter a singular submatrix:
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You can always evaluate a question mark by working out the


determinant directly.  If you do this, you’ll find that those


question marks above really should be 1’s.

Conway and Guy and Sloane showed that 0’s always come in

disjoint square blocks, called windows, and they gave rules

for “working around windows”.  For details, see Sloane’s

A Handbook of Integer Sequences or Conway and Guy’s 

The Book of Numbers.

