(Final!) recommended reading in GK&P:

pages 387-396 (applications to probability)

TODAY:

Cayley-Hamilton

Matchings of the 2-by-2n grid

Mention Yuval Peres’ talk at 4:30 on Thursday at M.I.T.

REST OF TERM:

Reciprocity phenomena (including Stirling numbers, domino 

tilings and chromatic polynomials)

ASMs, bilinear recurrences

Laurentness phenomena

The Cayley-Hamilton Theorem (intro)

Suppose M is an m-by-m matrix, and we let a_i be the upper left


entry in M^i. 

The second homework problem due today implies that if you form 

an n-by-n Hankel matrix for the sequence a_0, a_1, ... with 

n>m, the determinant will vanish.

Example: Fibonacci numbers.

(Nothing special about the upper left entry; it’s true for all m^2


entries.)

What is the nature of this linear dependency?

That’s what the Cayley-Hamilton theorem will tell us.

(Lecture from Zeilberger’s article.)

Matchings of the 2-by-2n grid

Let M_i = [[a_i,b_i],[c_i,d_i]] for all integers i.

For i<j let N_{i,j} be the upper left entry of M_i M_{i+1} ... M_j.

Every 3-by-3 submatrix of the infinite “half-array” 

(N_{i,j})_{i </= j} has determinant zero.  Why? ... Two 

reasons.  It can be a corollary of the result we proved, or a 

corollary of the proof.

What about 2-by-2 submatrices?

Fact (derive it with a trellis picture): 

N_{1,3} N_{2,2} – N_{1,2} N_{2,3} 

= b_1 (a_2 d_2 – b_2 c_2) c_3

More generally,

N_{1,n} N_{2,n-1} – N_{1,n-1} N_{2,n} 

= b_1 det(M_2) det(M_3) ... det(M_{n-1}) c_n.

Let’s apply this to the study of perfect matchings of the 2-by-2n 

grid-graph whose edges have been assigned weights 

u_{2i-1},s_{2i-1},t_{2i-1},u_{2i},...

s_{2j-1},t_{2j-1},u_{2j}.  

(Show picture.)

Call this weighted graph G(i,j).

We will pick matrices M_i so that N_{i,j} is the sum of the 

weights of the matchings of this graph, for all i < j.  This will 

give us a proof of the last problem from assignment #17.

Put i=1 and j=n for now, for simplicity.  
The sum of the weights of the matchings of this graph equals the


upper right entry of the product

[[u_1, s_1 t_1],[1,0]] [[u_2, s_2 t_2],[1,0]] ... 

[[u_{2n}, s_{2n} t_{2n}],[1,0]]

Put M_1 = [[u_1 u_2 + s_1 t_1, u_1 s_2 t_2], [u_2, s_2 t_2]],

      M_2 = [[u_3 u_4 + s_3 t_3, u_3 s_4 t_4], [u_4, s_4 t_4]],

      etc.

N_{i,j} is the sum of the weights of the matchings, as claimed.

Now:

b_1 = u_1 s_2 t_2 ,

det(M_2) = s_3 t_3 s_4 t_4,

det(M_3) = s_5 t_5 s_6 t_6,

...

det(M_{n-1}) = s_{2n-3} t_{2n-3} s_{2n-2} t_{2n-2}

c_n = u_{2n}.

Conclusion:

N_{1,n} N_{2,n-1} – N_{1,n-1} N_{2,n} 

= u_1 s_2 t_2 s_3 t_3 ... s_{2n-2} t_{2n-1} u_{2n}.

Exercise: Apply this to the last two homework problems in


assignment #17, by choosing suitable weights for the


edges.

