Take-home final exam due on Tuesday, Jan. 22 at 4 p.m.

Questions (logistical or mathematical)?

Recommended reading in GK&P:

pages 276-287 (Fibonacci numbers)

pages 287-290 (continuants)

TODAY:

Frieze patterns and diamond patterns

The weighted version of Lindstrom’s lemma

Number walls

What did you guys think of the homework?

There’s a similar problem that’s even more open-ended in the


homework that’s due a week from today

This is a lot like what we’ll be doing in REACH this spring,


except that I won’t know the answers ahead of time
Did anyone generalize to consider what happens if the diamond 

condition ad-bc = 1 and the frieze condition ad-bc = –1 are 

generalized to ad-bc = r, for some fixed r? ...

Call this a generalized frieze pattern with determinant d.

What might you expect to find? ...

The sign-factor is replaced by a power of r, whose exponent is ...


half the number of vertical dominos.

Frieze patterns and diamond patterns

Look at frieze patterns whose first row consists entirely of 1’s:
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The Laurent polynomials have now become ordinary polynomials.

In fact, what we’ve got is a scheme for computing 

determinants of tridiagonal matrices of the form
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and we can prove its validity using Dodgson’s identity. 

So, problem 4 is in some ways a special case of problem 2.

Note: If you try to apply Dodgson condensation directly to the


tridiagonal matrix, you’ll run into lots of 0/0 situations.


There’s a clever way to replace the 0’s by powers of epsilon


and then send epsilon to 0.

Lindstrom with weights

(You may want this for one of the homework problems that’s due 

on Tuesday.)

Let G be an acyclic directed graph whose vertices and edges have 

been assigned weights; then we can define the weight of a 

path as the product of the weights of its constituent vertices 

and edges, and we can define the weight of a routing as the 

product of the weights of its constituent paths.

Fix vertices v_1,...,v_n,w_1,...,w_n, and let M_{i,j} be the sum


of the weights of all the paths in G from v_i to w_n.  Then


det(M) equals the signed sum of the weights of all the 

routings that join {v_1,...,v_n} to {w_1,...,w_n}, where a

routing that joins v_i to w_{pi(i)} (i=1,...,n) counts as 

positive or negative according to whether sign(pi)= +1 or (1.

Key step in proof: The weight of a routing isn’t affected when we 

do an exchange-move on two intersecting paths

Mention Gessel and Viennot

Example: Look at paths in the directed graph
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(no lower levels) where the unmarked edges have weight 1 

and the marked edges have weight x, and all vertices have

weight 1.

Let P_n (x) be the sum of the weights of all the paths from vertex


0 to vertex n.

Thus P_0 (x) = 1,

P_1 (x) = 1, 

P_2 (x) = 1+x^2, 

P_3 (x) = (1+x^2)^2+x^2 = 1 + 3x^2 + x^4,

...

Claim: P_{n+1} (x) = ((P_n (x))^2 + x^2) / P_{n-1} (x).

Proof? ...

Proof: By the weighted Lindstrom lemma, the sum of the weights


of the 2-routings that join 0 and 1 to n and n+1 is the


determinant P_{n+1} P_{n-1} ( P_n P_n.  But by direct


inspection, there is only one such 2-routing, and its weight


is x^2.

Consequence: Consider the generalized frieze pattern with 
determinant d and top two rows (row 0 and row 1) consisting 

entirely of 1’s.  Then each entry in row n equals P_n (x).

Not surprisingly, the polynomials P_n (x) also relate to domino 


tilings of rectangles.

Turn paths in the digraph into matchings of a honeycomb graph,


and turn these into matchings of a square-grid graph, with


weights.

Be sure to discuss the weighted contraction lemma in full


generality!

P_n (x) equals the sum of the weights of the domino tilings of a


2-by-(2n-2) rectangle, where the weight of a tiling is x to the 

power of the number of vertical dominos.

Number walls

Every connected minor of a Hankel (Toplitz) matrix is a Hankel


(Toplitz) matrix.

Proposition: If the sequence a_0, a_1, a_2, ... satisfies a linear


recurrence relation of order m with constant coefficients


(i.e., there exist non-zero constants c_0,...,c_m such that

c_0 a_n + c_1 a_{n+1} + ... + c_m a_{n+m} = 0 for all n,

then every (m+1)-by-(m+1) Hankel matrix

 [a_{n}     a_{n+1}       a_{n+2}      ... a_{n+m}    ]

[a_{n+1}  a_{n+2}       a_{n+3}      ... a_{n+m+1}]

[a_{n+2}  a_{n+3}       a_{n+4}      ... a_{n+m+2}]

  ...       ...              ...             ...

[a_{n+m} a_{n+m+1}  a_{n+m+2} ... a_{n+2m}  ]

has determinant zero.

Write this determinant as D(n,n+2m).

Special case: D(n,n) = a_n.

Dodgson tells us D(0,2m) D(2m,2m-2) = D(0,2m-2) D(2,2m)


( D(1,2m-1)^2, etc.

Arrange these numbers in a square tableau:

...
D(0,0)
D(1,1)
D(2,2)
D(3,3)
D(4,4)
....




D(0,2)
D(1,3)
D(2,4)






D(0,4)

D(0,4) = (D(0,2)D(2,4) (D(1,3)^2)/D(2,2).

Try it for Fibonacci:
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0
0
0
0
0

You should imagine that there’s an extra row at the top consisting 

entirely of 1’s.

For Toplitz matrices, it’s a similar recurrence: just change the sign.



N


W
C
E



S

S = (C^2 ( WE)/N.

NS + WE = C^2.

This is more symmetrical

Try it for squares of Fibonacci numbers:
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Sometimes you encounter a singular submatrix:
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You can always evaluate a question mark by working out the


determinant directly.  If you do this, you’ll find that those


question marks above really should be 1’s.

Conway and Guy and Sloane showed that 0’s always come in

disjoint square blocks, called windows, and they gave rules

for “working around windows”.  For details, see Sloane’s

A Handbook of Integer Sequences or Conway and Guy’s 

The Book of Numbers.

