TODAY:

Questions

Iteratively solving equations in the ring of formal power series

Lattice animals

Questions

I have the first question: Aaron, could you come back to the board

to explain what you were saying last Thurday?

Iteratively solving equations in the ring of formal power series

We’ve used the fact that the ring of formal power series is a


topological space.

In fact, it’s sometimes handy to view it as a metric space.
Define the distance beetween two formal power series f and g to be


2^{-n}, where f and g first disagree at the coefficient of x^n.

Define the norm of a formal power series to be the distance 

between it and 0.

Thus, the greatest possible distance between two g.f.’s is 1.

A g.f. is “small” if it’s close to 0, i.e., its initial coefficients vanish.

Verify that it satisfies the triangle inequality.

This distance function satisfies the ultrametric inequality:


dist(f,h) </= max(dist(f,g),dist(g,h)).

The norm is “non-Archimedean”: adding together a whole lot of


small things, however many, won’t give you something


bigger

Does this remind you of any metrics you’ve seen before? ... Say in


number theory? ...

It’s like a p-adic metric.  In fact, you could call this the x-adic


metric and no mathematician would complain.

(The value 2 is unimportant; any constant > 1 would do.)

We can apply this to the study of the relation D(x)=1+x[D(x)]^2


satisfied by the generating function for the Catalan numbers.

Claim: (1) The map f  \mapsto 1+xf^2 has a unique fixed point f*

in the ring of formal power series.  (2) for any g_0, if we put

g_n = 1+x [g_{n-1}]^2 for all n>0, we have g_n ( f*.

Proof: Note that (a) the map sends {f( ) : f(0) = 1} to itself, and that


(b) if f(0)=g(0)=1, then dist(1+xf^2,1+xg^2) < dist(f,g).

Talk through the rest of the ideas.

What about the spurious solution?  Can we converge to it?  

If we take the initial solution 1/x and repeatedly apply the 

operation sending f to 1+xf^2, we donot observe 

convergence.

Sending D to 1/(1–xD) doesn’t work, either.

Sending D to 1/x – 1/xD does work, though.

Homework: What about E = 1 + xE^3?

There are two spurious solutions: they are Laurent series in sqrt(x).

(I replaced x by x^2 on the problem set, to avoid


fractional powers.)

Can we converge to either of the two spurious solutions?

Yes (and there are nice product formulas for the coefficients)

Open problem: Combinatorial significance of the two spurious


solutions.

Lattice animals

A polyomino is a (non-empty) union of lattice squares with 

connected interior (usually required to be simply connected)

Give examples and non-examples

Theorem: Let a_n denote the number of polyominos of area n


(distinct up to translation).  Then (a_n)^(1/n) converges to 

some limit mu (Klarner’s constant).

mu is still unknown; it’s believed to be about 4.06, and it’s


known to lie strictly between 3.9 and 4.65

If we take the center of each lattice square (or “cell”) in a 

polyomino, we get an animal.

A directed polyomino is a polyomino in which it is possible to get


to each cell from one single cell, called the “source”, by 


means of a rightward-and-upward path within the polyomino.

(Directed animals are defined similarly.)

Theorem (Dhar): Let b_n denote the number of directed animals 

with n dots.  Then (b_n)^(1/n) converges to 3.

I’ll show you most of the steps of Mireille Bousquet-Melou and

Andrew Rechnitzer’s proof of Dhar’s theorem.

Demonstrate the mapping from animals to heaps of dimers


(mention Viennot)

A pyramid is a non-empty heap of dimers with unique minimal 

element.

Define minimal.

Give examples and non-examples.

Theorem (Viennot): This mapping gives a bijection between


directed animals on the square grid and pyramids of dimers.

A half-pyramid is a pyramid in which no dimer lies to the right of


the bottom dimer.

Let P(x) = x+2x^2+5x^3+13x^4+...35x^5+... be the generating 

function for (non-empty) pyramids of n dimers, and

let Q(x) = x+x^2+2x^3+4x^4+9x^5+... be the generating function 

for (non-empty) half-pyramids of n dimers.

Then

(1)
P(x) = Q(x) + P(x)Q(x)

and

(2) Q(x) = x + xQ(x) + x[Q(x)]^2.

Discuss.

This lets us write Q(x) as the solution to a quadratic and then solve


for P(x) = Q(x)/(1-Q(x)).

Specifically, we get Q(x) = (1-x-sqrt((1+x)(1-3x))/(2x)


and P(x) = (sqrt((1+x)/(1-3x))-1)/2.

Theorem: If a_0 + a_1 z + a_2 z^2 + ... is the Taylor expansion


about 0 for some function f(z) that is analytic in the open disk


|z|<r and has a pole on the circle |z|=r, then the series has


radius of convergence r and (a_n)^(1/n) converges to 1/r as 

n goes to infinity.

In our case, the analytic function is a branch of 

(sqrt((1+x)/(1-3x))-1)/2,

with a branch point at x=-1 and a pole at x=1/3.

Taking r=1/3, we conclude that (a_n)^(1/n) goes to 3.

In fact, more detailed asymptotics show that a_n is asymptotic to


(1/sqrt(3 pi)) 3^n / sqrt(n).

